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***Аннотация***

***В работе рассматривается задача отображения трёхмерного видео, наиболее близкого к тому, как видит реальный мир человек. Рассмотрены существующие подходы к решению этой задачи, начиная от съёмки, заканчивая отображением. Ключевым звеном, необходимым для решения поставленной задачи, является континуальный ракурс. В отличие от схем, основанных на стерео и многоракурсных дисплеях, на этапе отображения необходима математическая трёхмерная модель видео, способная синтезировать ракурс для произвольного положения зрителя. Также важно, чтобы цифровое представление этой модели было компактно для возможности передачи контента по сети и позволяло производить генерацию ракурсов в реальном масштабе времени. С точки зрения этих требований, были рассмотрены существующие трёхмерные модели и был сделан вывод, что наиболее эффективным является дискретная модель поверхности – октоизображение. Рассмотрены варианты обобщения этой модели на видеообъекты, сцены, объекты с нечёткими границами и объекты с ракурсозависимым цветом поверхностей. С точки зрения устройства отображения, был сделан вывод о необходимости построения адаптивного голографического дисплея. В практической части работы были получены три вида контента с континуальным ракурсом – съёмка - видео с датчиками глубины, съёмка многоракурсного фото и трёхмерное моделирование по фотографии. Для проверки концепции адаптивного дисплея и отображения полученного контента с континуальным ракурсом, была разработана экспериментальная оптическая система, включающая адаптивный проекционный стереодисплей. Система состоит из стереокамеры для слежения за пользователем в 3D пространстве, стереомикропроектора, расположенного на роботизированном манипуляторе, и голографического экрана, оптически сопрягающего пространство зрителей и пространство микропроекторов.***
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CONTINUOUS VIEW 3D VIDEO: RECORDING, MODEL И DISPLAY

1. Zhirkov, A. Putilin

***Abstract***

***We consider the problem of displaying three-dimensional video closest to the way one sees the real world. The existing approaches to solutions to this problem, beginning from recording, ending with the display. A key element necessary for a solution to the problem is continuous view. In contrast to the schemes based on the stereo and multi-angle displays, it is needed mathematical 3D model to synthesize the view for an arbitrary position of the viewer. It is also important that the digital representation of this model will be compact in order to transfer content over the network and to allow the generation of views in the real time. From the point of view of these requirements were considered the existing three-dimensional models and concluded that the most effective is a discrete model of the surface - octreeimage. We consider generalizations of this model for the video objects, scenes, objects with fuzzy borders and objects with color view-dependent surfaces. In terms of display device, the conclusion was reached about the need to build an adaptive holographic display. In the practical part of this work were obtained three kinds of content with a continual camera angle: video recording with a depth sensor, multi-angle photos and three-dimensional photo modeling. To test the concept of an adaptive display the optical system was implemented experimentally. The adaptive 3D display includes the stereo camera for tracking users position in 3D space, the microstereoprojector placed on robotic manipulator for continual view reconstruction and the holographic screen for optical conjugation of viewers and microprojectors spaces.***
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